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In perhaps the earliest reference to Systems of Systems
(SoS), Ackoff (1971) describes a concept that is mostly
concerned with organizations, i.e. social. However, this
section is concerned with the socio-technical aspects of
technical  SoS,  which are composed of  interdependent
resources, such as, people, processes, information, and
technology that interact with each other and with their
environment in support of a common mission (glossary).
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The Socio-Technical Nature of
Systems of Systems
Rebovich (2009) [ has captured the essence of the SoS
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problem as:

“From a single-system community’s perspective, its part
of the SoS capability represents additional obligations,
constraints and complexities. Rarely is participation in
an (sic) SoS seen as a net gain from the viewpoint of
single-system stakeholders.”

Three of the persistent SoS challenges, or pain points,
identified by Dahmann (2015) are directly related to this
problem  of  stakeholder  perspective  and  the  local
optimization of constituent system performance at the
expense,  or  to  the  detriment  of,  the  overall  SoS
performance. These are: SoS Authority, Leadership, and
Autonomy, Interdependencies & Emergence. Thus, the
sociological  aspects  affecting  decision  making  and
human behaviors must be given similar weight to the
technical aspects of SoS.

Turning  to  views  outside  of  Systems  Engineering,
Ergonomists  regard socio-technical  systems as  having
the following characteristics (Maguire, 2014):

There are collective operational tasks,
They contain social and technical sub-systems,
They are open systems (i.e. strongly interacting with
their environments), and
The concept of the system being an unfinished
system.

These are also characteristics of  Systems of  Systems.
Klein  (2014)  has  noted  that  approaches  to  socio-
technical  systems  can  take  the  two  perspectives  of
“system  affects  people”  or  “people  affect  system”,
depending upon how the system boundary is drawn. It is
generally  true for  systems that  consideration of  their
context requires socio-technical aspects to be taken into
account.

Although  focused  largely  on  IT  systems,  Baxter  and
Sommerville (2011) have noted that the introduction of
new  business  SoS  are  generally  carried  out  in
conjunction  with  a  change  process.  They  argue  that
frequently  the  social  and  organizational  aspects  are
disruptive and that inadequate attention is paid to the
connection  between  change  processes  and  systems
development  processes.  They  propose  two  types  of
Socio-Technical Systems Engineering activities:

Sensitizing and awareness activities, designed to
sensitize stakeholders to the concerns of other
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stakeholders.
Constructive engagement activities, which are largely
concerned with deriving requirements accurately and
meaningfully.

The extent to which these activities can be effective may
be challenged by independent management or operation
of constituent systems in a SoS.

Although there are many matters concerning the socio-
technical aspects of SoS, there are two important issues,
that  are  dealt  with  her.  The  first  is  the  need  for
appropriate  governance  structures,  given  that
operational and/or managerial independence affects top-
down  direction  of  the  SoS  and  may  compromise
achievement of the SoS goal(s). The second issue is a
lack of situational awareness of managers, operators, or
other  stakeholders  of  the  SoS,  so  that  they  may not
understand the impact of  their  local  decisions on the
wider SoS.

SoS Governance
Generally, design and operation of complex systems is
concerned  with  control,  but  the  classification  of  SoS
(Dahmann,  et.  al.,  2008)  is  based  on  the  notion  of
diminishing  central  control,  as  the  types  go  from
directed to virtual. Sauser, et. al. (2009) has described
the ‘control paradox of SoS’ and asserted that for SoS,
‘management’ is replaced by ‘governance’. ‘Control is a
function  of  rules,  time,  and  bandwidth;  whereas
command is a function of trusts, influence, fidelity, and
agility’.

Some practitioners have found the Cynefin framework,
developed by David Snowden, helpful in understanding
the  nature  of  complexity  that  may  arise  in  SoS.
Developed from knowledge management considerations,
Kurtz and Snowden (2003) propose three reasons why
the behavior of systems involving people may be difficult
to  predict.  Firstly,  humans  are  not  limited  to  one
identity, and so modelling human behaviors using norms
may not be reliable. Secondly, humans are not limited to
acting in accordance with predetermined rules. Thirdly,
humans are not limited to acting on local patterns. These
reasons all undermine control, so that the sociological
aspects of SoS make their behaviours hard to predict
and,  possibly  indeterminate.   The  Cynefin  framework
considers systems to be classified in four domains:

Known – simple systems with predictable and



repeatable cause and effect
Knowable – amenable to systems thinking and
analytical/reductionist methods
Complex – adaptive systems where cause and effect
are only discernable in retrospect and do not repeat
Chaotic – no cause and effect relationships are
perceivable

The  different  types  of  SoS  (directed,  acknowledged,
collaborative, and virtual) could all be described in any
of  the  above  domains,  depending  on  many  factors
internal to the SoS, but in all cases it is the sociological
element of the socio-technical SoS that is most likely to
give rise to ambiguity in predicting behavior.

A major governance issue for SoS is understanding the
ownership  of,  and  making  reliable  estimates  of  risk
(Fovino & Masera,  2007).  High levels of  connectivity,
and  the  potential  for  emergent  behavior  due  to  the
interactions  of  separately  owned/operated  constituent
systems,  means  that  significant  risks  may  go
unacknowledged and their mitigations unplanned.

In general,  governance can be summed up by asking
three  connected  questions  (Siemieniuch  and  Sinclair,
2014):

Are we doing the right things (leadership)?
Are we doing those things right (management)?
How do we know this (metrics and measurements)?

Currently,  there  is  no  accepted  framework  for
addressing  these  questions  in  a  SoS  context,  but
Henshaw et. al. (2013) highlighted architectures as an
important  means  through  which  governance  may  be
clarified. They postulate that a SoS can be regarded as a
set of trust and contract relationships between systems
(i.e. including both informal and formal relationships).
The  systems  architect  of  a  constituent  system  must,
therefore,  address  trust  issues  for  each  participating
organization in the overall enterprise with which his/her
system  must  interoperate.  For  SoS,  technical
engineering governance is concerned with defining and
ensuring compliance with trust at the interface between
constituent systems. An example of difficulty managing
the  interfaces  in  a  SoS  is  provided  in  the  Cassini-
Huygens mission case study .
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Situational Awareness
Situational  awareness  is  a  decision  maker’s
understanding of the environment in which he/she takes
a  decision;  it  concerns  information,  awareness,
perception,  and cognition.  Endsley  (1995)  emphasizes
that situational awareness is a state of knowledge. There
are  numerous  examples  of  SoS  failure  due  to  the
operator  of  one  constituent  system making  decisions
based on inadequate knowledge of the overall SoS (big
picture).

On the other hand, SoS development is also viewed as
the  means  through  which  improved  situational
awareness may be achieved (Van der Laar, et. al., 2013).
In the defense environment, Network Enabled Capability
(NEC) was a system of systems approach motivated by
the objective of making better use of information sharing
to achieve military objectives. NEC was predicated on
the ability to share useful information effectively among
the  stakeholders  that  need  it.  It  is  concluded  that
improving  situational  awareness  will  improve  SoS
performance, or at least reduce the risk of failures at the
SoS  level.  Thus,  the  principles  which  govern  the
organization  of  the  SoS  should  support  sharing
information effectively across the network; in essence,
ensuring  that  every  level  of  the  interoperability
spectrum is adequately serviced. Operators need insight
into the effect that their own local decisions may have on
the changing SoS or environment; similarly they need to
understand how external changes will affect the systems
that they own.

Increasingly, SoS include constituent systems with high
levels of autonomous decision making ability, a class of
system that can be described as cyber-physical systems
(of  systems).  The relationship to  SoS is  described by
Henshaw (2016).  Issues  arise  because  autonomy  can
degrade  human  situational  awareness  regarding  the
behavior of the SoS, and also the autonomous systems
within the SoS have inadequate situational awareness
due to a lack of competent models of humans (Sowe,
2016)
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